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Abstract—Motivated by the potentially large number of devices ever, is exhibited in a device’s static LI characteristics. First,
and simulations involved in optoelectronic system design, and analogous to edge-emitters, VCSEL’s exhibit temperature-

the associated need for compact optoelectronic device models, Wedependent threshold current. Second. because device tem-
present a simple thermal model of vertical-cavity surface-emitting ' '

laser (VCSEL) light-current (LI) characteristics based on the Perature increases with injection current, the output power
laser rate equations and a thermal offset current. The model eventually rolls over and begins to decrease, thereby limiting
was implemented in conventional SPICE-like circuit simulators, a device’s maximum cw output [6].

including HSPICE, and used to simulate key features of VCSEL Clearly, in order to effectively design optoelectronic

LI curves, namely, thermally dependent threshold current and A : : ) ;
output-power roll-over for a range of ambient temperatures. applications incorporating VCSEL's, appropriate models are

The use of the rate equations also allows simulation in other required which account for thermal effects, in particular the
non-dc operating regimes. Our results compare favorably to temperature-dependent threshold current and output-power

experimental data from three devices reported in the literature.  rollover identified above. The majority of such models to

Index Terms—Rate equations, semiconductor lasers, thermal date have been largely numerical in nature, making use
modeling, vertical-cavity surface-emitting lasers (VCSEL's). of detailed multidimensional analysis for the description of
VCSEL thermal behavior. For example, Nakwaski and Osinski
have developed extensive two-dimensional models of thermal

o . heating [7], while other researchers have incorporated finite-
ERTICAL-CAVITY surface-emitting lasers (VCSEL'S) glement analysis of thermal effects into their comprehensive

have attracted considerable interest in recent years dy8sgl  simulations [8]-[10]. While these models are

to their single-longitudinal-mode operation, circular outpWqc rate, they are also computationally intensive. This feature

beams, suitability for monolithic two-dimensional (2-D) iNakes them unattractive for the computer-aided design of

tegration, and compatibility with on-wafer probe testing moptoelectronic systems, which are typically composed of

However, despite these advantages, they still exhibitanumpﬁény photonic and electronic components. For example,

of less desirable features, which, while present in edgg ichannel optical links [11] and smart pixel systems
emitters, can be considerably more pronounced in VCSEL 32] require one-dimensional (1-D) and 2-D VCSEL arrays.

_For examplg, multimode operation is possible dug to _the _Furthermore, system design often requires a large number
istence of higher-order transverse modes [2]. Carrier dlffu5|%r]a simulations for design optimization and verification.

and spatial hole burning can also be a factor, further IimitirigOr example, the design of drive circuitry for a VCSEL

a VCSEL’s performance by contributing to mode competi- . : . : . )
: . ) . may require many iterations to determine optimal transistor
tion [3] and secondary pulsations in the turn-off tran&e@(t) ology and sizing. In these cases, less-complicated VCSEL
[4]. However, the most recognized limitation of a VCSEL's hology 9. ' P

erformance is its thermal behavior models that can accurately describe a device's operating
P Due to their poor heat dissipation. and the large resistan]?c aracteristics are essential. This situation is analogous to that
introduced by their distributed Bragg reflectors (DBR’s) [5],r0rrt].d|.C deglgn,lw:erg the u§e| of cor}wdputat:(cmatlrlly |nt§n§|v<ta
typical VCSEL'’s undergo relatively severe heating, and cons u II |men5|t0n:1 .”(.EV'Ce mo esh wc;u d {na c ; ede iclen
quently can exhibit strong thermally dependent behavior. ?ve_oplmen 0 _rg_ll_lon_}r?r eve_nh un rz i ranslsdor |eS|gns a
example, thermal lensing due to a device’s spatial temperatt?f@cuca_ Impossiol ity. Thus, W't_ regards to t € deve opment
profile can yield considerable differences between cw aﬁt';l'_d .prollferatlon of optoelectronic systems, the |mportanc.e of
pulsed operation, as well as alter the emission profile of tfgicient and compact models for VCSEL's and other devices

laser's optical modes [6]. The most important effect, how2not be stressed enough. _ _
Models have been developed which can be used to simulate
Manuscript received April 27, 1998; revised February 8, 1999. the static LI characteristics without resorting to complicated

Z-CV- Mena émd_ S.-M. Kgngkare Vlvith_the fDeTétmentdog Electricaiultidimensional analysis. Yt al. utilized a thermal rate
and Computer Engineering, Beckman Institute for Advanced Science a . . . . . .
Technology, University of lllinois at Urbana-Champaign, Urbana, IL 6180§8Iuatlon In-conjunction with device parameter temperature

USA. dependencies to augment a rate equation description of VC-

J. J. Morikuni, A. V. Harton, and K. W. Wyatt are with the Optical Inter-SE| ’s [13] S|m||ar|y, Suet al. imp'emented a S|mp||f|ed

connect Laboratory, Applied Simulation and Modeling Research, Corporat? i del which al K ft t d dent
Research and Development, Motorola, Inc., Schaumburg, IL 60196 USA. statuc model which also makes use or ilemperature-aependen

Publisher Item Identifier S 0733-8724(99)03819-0. model parameters [14]. While these models are indeed simpler

I. INTRODUCTION

0733-8724/99$10.001 1999 IEEE



866 JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 17, NO. 5, MAY 1999

than their highly numerical alternatives, they still require an optimal value of temperature should exist in which the
description of thermal-dependent mechanisms in the VCSEhjsmatch is eliminated to achieve a minimum threshold gain,
such as the gain. Unfortunately, while even simpler models a§ has been observed experimentally [18].

a more empirical nature have been applied to LI characteristicsSecond, thermal leakage of carriers out of the active region
at individual ambient temperatures [5], [15], they are limited toan lead to a reduction of injection efficiency which contributes
dc simulation. Thus, to the best of our knowledge, there exidts a VCSEL’s thermal roll-over [19]. As the device tem-
a need for a simple thermal VCSEL model which, in additioperature rises, the position of the active-layer's Fermi levels
to modeling basic laser behavior undesth dc and non-dc increases relative to the bandgap. Consequently, the active-
conditions, can inherently describe static LI characteristitayer becomes increasingly incapable of confining carriers.
over a range of ambient temperatures without resorting to dehe resulting leakage can be modeled as a function of carrier
tailed descriptions of the thermal physics. Such semi-empiricénsity and temperature [19]. Because of the carrier-density
models would significantly simplify the optoelectronic systenmdependence, spatial hole burning can result in further reduction
design process. of the injection efficiency [19].

Based on the above observations, the development of such All of these mechanisms affect the static LI characteristics
VCSEL model should focus on two important considerationby essentially making a VCSEL's differential efficiency and
First, the model should replicate the thermally dependethireshold current functions of temperature and carrier density.
threshold current and output-power rollover seen in actual VCThus, we could model a VCSEL'’s above-threshold LI curves
SEL’s by using an empirical, rather than physical, descriptiarsing P, = n(T)(I — I,,(N,T)), whereP, is the optical out-
of the thermal mechanisms in the device. The model coubdit power,! is the injection currenty(T) is the temperature-
then be used to study the thermal limitations placed on dependent differential slope efficiency, ahg (N, T) is the
optoelectronic design by the use of VCSEL's. Second, as notiddeshold current as a function of carrier numh®r and
above, the model must be able to simulate a VCSEL’s notemperatureZ’ [19]. To simplify this expression, we first
dc behavior, namely small-signal and transient modulatioassume that the slope efficiency’'s temperature-dependence
Obviously, the use of an empirical approach for modelingleas a minimal impact on the output [8]. Furthermore, by
VCSEL's thermal behavior will limit the range of validity overneglecting the effects of spatial hole burning [14], we can
which such simulations can be performed. However, as wssume that the threshold current is solely a function of
shall shortly discuss, this kind of model can simulate non-demperature. Thus, we can describe LI curves over a range
behavior over a typical range of operating conditions. of ambient temperatures using a constant slope efficiency and

In this paper, we present a VCSEL model, based on thetemperature-dependent threshold current [6]. This approach
standard laser rate equations, that meets the above requsenalogous to the one taken in modeling edge-emitters, where
ments. By introducing a thermally dependent empirical offséte threshold current is proportional texp(7°/7,) and T,
current into the rate equations, we are able to model inisthe characteristic temperature [20]. However, as discussed
simple manner the temperature-dependent threshold currebove, in VCSEL'’s the temperature-dependence is not simply
and output power roll-over at different ambient temperaturean increasing function of temperature.
while retaining the ability to simulate ac and transient behavior We could account for this dependence by describing key
as well. After discussing in Section Il the basis for our mod&CSEL parameters themselves as functions of temperature, in
and its implementation in conventional SPICE-like simulatorparticular the laser gain [13], [21]. However, this approach
we present in Section lll comparisons of simulation to meaequires a description of the thermal physics in the device.
sured data for three devices reported in the literature. Firdcause we want a simple model which avoids such details,
conclusions are presented in Section IV. we instead opt to partition the thermal threshold current into

a constant value of threshold curreht,, plus an empirical
thermal offset current.x (7). This results in the expression
[Il. MODEL DEVELOPMENT

The strong thermal dependence of VCSEL's can be at- Py =01 = Lino = Lon(T)). (1)

tributed to a number of mechanisms. While Auger recomy,
o

bination [16] and optical losses such as intervalence ba rrent, thereby circumventing the need for a more detailed

absprption [17] can pl_ay a rolle in the therma! behavior, thfpproach. For simplicity, we choose to model this offset
majority of effects during static, or cw, operatlo_n are due 9O rrent using a polynomial function of temperature
the temperature-dependent laser gain and carrier leakage out
of the active region. Ig(T) = ag 4+ a1 T + asT? + asT? + a,T* + -« (2)

First, as its temperature increases, a VCSEL'’s gain spectrum
broadens and its peak location shifts to longer wavelengthgiere the coefficientsy—a4 can be determined during param-
The device’s emission wavelength also increases with teeter extraction. Because (2) is not exclusively an increasing
perature, though considerably less than the gain peak [1Rinction of temperature, it should be able to capture the general
Consequently, depending on the initial location of the gatemperature dependency of a VCSEL's LI curves. For the
peak relative to the wavelength, the laser gain will eithefevices discussed in Section Ill, we found that five terms were
decrease or increase with temperature as the gain peak sufficient for implementing (2). However, at the expense of
wavelength become more or less mismatched [18]. In factodel complexity, additional terms can be added as necessary

static thermal effects are now accounted for via the offset
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if they help improve the accuracy of fitting the model tat elevated temperatures such as those found near or beyond
experimental data. It should also be noted that because the thermal rollover point in the LI curves, the thermal
use of (1) and (2) results in the implicit fitting of the thresholdlependence of the gain and other internal parameters will
currentl;,(T) to the expressiodyy,, + I.#(T"), there appears have an important impact on a VCSEL’s operating point.
to be a redundancy in the termls,, and ay. However, in Significant modulation of the device temperature can have a
some cases the fit df,,(7") results in extremely small or evensimilar effect on a device’s thermally dependent mechanisms.
negative values for the suify,, +ao. Clearly, if ag is set equal Nonetheless, in many cases a VCSEL will be operated at
to zero, I;1,, would have to take on this value. Therefore, taurrents well below the rollover point, where the effects of
avoid this difficulty and allow/;,, to take on a more realistic temperature can be minimized by avoiding significant thermal
value, we have included, in (2). modulation of parameters such as the gain; in such cases, our
Certainly, (1) and (2) could be used to directly simulatsmodel can be used to describe a VCSEL'’s non-dc behavior.
a VCSEL'’s LI characteristics, an approach that essentialior example, as suggested in the introduction, the thermal
amounts to a simple curve fit. However, like earlier empiricdlehavior of VCSEL'’s is typically an undesirable feature which
models [5], [15] which only focus on dc behavior, this apshould be minimized in the interests of a particular design.
proach would not permit small-signal and transient simulatiddonsequently, a designer may wish to use our model in the
of VCSEL’s, critical elements of optoelectronic system desigsimulation of a VCSEL-based application in order to determine
Fortunately, it is well known that the simple above-thresholithe thermal limitations of that design’s dc performance. Once
LI curve described byP, = (I — Ii;,) can be described usinga suitable operating point has been identified where thermal
the standard laser rate equations [20]. Thus, by introducing thehavior is minimized, our model can then be used to simulate
offset current into these rate equations through an empirichk design’s non-dc operation. As we shall see in Section lll,
fit to experimental data, we will be able to model LI curvesur model is indeed capable of simulating a VCSEL'’s small-
at different temperatures as well as take advantage of masignal modulation under these conditions, a fact which should
of the desirable properties of the rate equations, in particulmake the model an attractive tool for optoelectronic system
the ability to model non-dc behavior such as small-signdesigners.
modulation. Furthermore, because the rate equations are &o complete the model, we still require expressions for the
widely accepted tool for modeling semiconductor lasers, wemperature and current-voltage characteristics of a VCSEL.
are confident that they serve as an efficient description Birst, while it is certainly possible to adopt detailed numerical
the basic lasing behavior of a wide variety of VCSEL'stepresentations of the VCSEL temperature profile as a function
Thus, the introduction of an empirical description of thermalf the heat dissipation throughout the device [30], a much
behavior into this basic formulation should retain much dfimpler method is to describe the temperature via a thermal
its general applicability, as suggested by the comparison witlte equation which accounts for the transient temperature

experimental data in Section Ill. increase as a result of heat dissipation [13], [16]. Following
After the addition of the offset current, the modified ratéhis approach, we use
equations are a7
AN _nz(I_Ioﬂ(T)) N GO(N—NO)S (3) T:To +(IV—P0)Rt11 _Tthﬁ (5)
dt q Tn 1+es where Ry, is the VCSEL'’s thermal impedance (which relates
as _ _ S n BN | Go(N = N,)S (4) the change in device temperature to the power dissipated as
dt Tp Tn 14+¢8 heat),r, is a thermal time constant (which is necessary to ac-

count for the nonzero response time of the device temperature,

is the carrier recombination lifetimé, is the gain coefficient, OPSeérved to be on the order of s [6]), 7, is the ambient
N, is the carrier transparency number, is the photon temperature, an® is the laser voltage. Under dc conditions,
lifetime, /3 is the spontaneous emission coupling coefficierf’€ ¢1/dt term disappears; thus, from the resulting equation
ande is the gain-compression factor. The optical output powdyiS clear that(ZV' — F,) models the power dissipated in the
can be described using, = kS, wherek is a scaling factor YCSEL, where we assume that any power not carried in the
accounting for the output coupling efficiency of the VCSELOPtical output is dissipated as heat in the device.

These equations, along with (2), comprise the bulk of our The current-voltage (IV) relationship, meanwhile, can be
model. modeled in great detail based on the diode-like character of the

As we will shortly see, despite its simplicity, the introducYCSEL. However, for simplicity we have elected to represent

tion of the offset current into the rate equations is an extremdf}e voltage across the device as an arbitrary empirical function
effective means for describing the thermal dependence ofhcurrent and temperature using

VCSEL'’s continuous wave (CW) LI characteristics. Further- V= fI.T). (6)
more, the model should be able to simulate non-dc behavior

in cases where the detailed thermal physics have a mininBl introducing a capacitor or other parasitic components in
impact on device modulation. In some cases, however, tparallel with this voltage, we can account for the complete
thermal physics must be properly taken into account, andekectrical characteristics of the VCSEL (in which case (5)
more comprehensive physical model may then be necessarysloould be modified such that it depends on the total device
describing the non-dc modulation of a VCSEL. For exampleurrent, notl). The advantage of this approach is that the

wheresS is the photon numbeyy; is the injection efficiencys,
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specific form of (6) can be determined on a device-by-

n
device basis. For example, in some cases, a relationship which pd
accounts for a resistance in series with a diode may be most _L
appropriate, such as T
-

I
V=IR,+Vr 111<1—|—I—>

5

where R, is the series resistanc&z is the diode’s thermal d

voltage, and; is the diode’s saturation current. In genefgf, Ci, /\Gin Cph Ron

is a function of temperature. However, when IV data is onl /.

available at one temperature, a constant value can be used.

other cases, a polynomial function of current and temperature -
[19] such as

V=(bo+0T+bT*+-) (coterd +eal?> +--4) (8)

may work better, wheré,—b, andcy—c; are constants. Addi- and Iioc = I + I¢; is the total VCSEL current, withc,
tional terms can be included as needed. If we use experimer@gg¢ounting for current througt®;. The capacitorC, =

IV data to help determine all of the other model paramete#g»/7i, resistor R, = n;7,/(gz»), and nonlinear current
first, then the exact form of (6) can be determined at ti@urcesisi, andGon implement the carrier rate equation (3),
very end of parameter extraction for a specific device. Whilhere

stn ;: of f

Fig. 1. Equivalent-circuit representation of simple thermal VCSEL model.

(8) could be used as a generic expression for any voltage 0Go (Znvn — N,)(m + 6)2
data, a more compact expression such as (7) should be used Gstn = wE 1 p (10)
when possible. This simplified approach not only allows the ’ - k(vm +6)?

voltage’s current and temperature dependence to be accuratel& a
modeled, but also permits the optical and electrical deV|ce
characteristics to be largely decoupled from one anoth

thereby simplifying the extraction of model parameter values

- Models the offset current from (2). Meanwhile, the
paC|toGC1l = 27,, resistorR,, = 1, and current sources
+p and Gy, implement the photon rate equation (4) where

from experimental data. G TpBkzntn (11)
Because one of our goals was to be able to use our model in (v +6)

the computer-aided design of optoelectronic systems, we have GoTp(znvn — Ny)(vm + 6)

implemented (2)—(6) in a number of SPICE-like simulators, Gsm = 3 " — 0. (12)

including Meta-Software’s HSPICE [22] and Analogy’s Saber 1+ E(”m +6)

[23]. As desired, this approach permits VCSEL's to be Siml]l:
. . . . : inally, £ transformsu,, into the output power>,.
lated in conjunction with electronic components, such as laser

drivers, and other optoelectronic devices for which circuit-

level models already exist. The HSPICE implementation relies IIl.  COMPARISON TO EXPERIMENT

on transformation of the model equations into an equivalentin order to use our model, we must be able to perform
subcircuit representation as described in [24] and [29]. Firptarameter extraction from measured data. If we substitute (5)
in order to improve the convergence properties of the modato (1) under dc conditions, we obtain the expression

during simulation, we transforme#t, into a new variable;,),

via P, = (v,,+6)?, andN into v,, via N = z,v,,, wheres and Py =nll = Ino — Log (T, + (IV — ;) Rey)]- (13)

z, are arbitrary constants. Because of the nonlinear chara(U?Smg experimental LI and IV curves (i.e., experimental values
and multiple solution regimes of the rate equations, such tral P, I, and V), we can optimize (13) to determine good

formations help the simulator converge to a correct numenqﬁ(tlal values forn, Ry, and the coefficients,—a, that will
solution [24]. After substituting these transformations mtp eplicate the expénml(’ental Ll data at various ambient tem-
(2)—(6) and applying appropriate manipulations, we Obta'n?)%ratureST . This approach allows the thermal effects to be
the equivalent circuit illustrated in Fig. 1, whegel and nd

extracted without any knowledge of the thermal physics at
are the electrical terminals of the VCSEhy is the terminal y g PRy

h q it dels th Ut DO dtdis th work in the device. The complete set of model parameters
Whose node vollage moaels the oulput poWerandia 1S € ay then pe determined via additional parameter fitting; in
terminal which models the device temperatdre Electrical

other words, parameter optimization software can be used
characteristics are modeled via the nonlinear voltage SOUESedetermme an optimal set of model parameter values for
E4, which implements (6), and the capacitdy, which models

matchlng simulated and experimental data. Finally, parameter-
a simple parasitic shunting capacitance. Other parasitics can

dded The t t I 5 d FLmzatlon software can also be used to determine the best
added as necessary. The temperature equation (5) is mo forih for the empirical expression (6), based on experimental
via the resistancét,y,, the capacitoiCyy, = 7y, /R, and the

i ¢ & h 16 values forI,V, and P,, as well as the temperaturé as
honfinear curren sourcT m Where [16] calculated by (5). Below we discuss the application of our
G = R_O + (It V — P,) (9) model to threg Qn‘fgrent devices reporteq in the literature.

th Parameter optimization was performed using CFSQP [25].
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Fig. 2. Comparison of measured (data points) and simulated (lines) LI CUNYS3. 3. Comparison of measured (data points) and simulated (lines)
for a bottom-emitting 863-nm VCSEL [26] at ambient temperatures from %Bom-temperature IV curves for the device of Fig. 2.
to 130°C.

reduced efficiency at elevated currents. Nonetheless, the results
IHI’e excellent.

The second device is an AlGalnP-based 683-nm selectively
oxidized VCSEL with a 3um x 3 um area, reported in
[27] and [31] by Crawfordet al. This device consists of
compressively strained InGaP quantum wells, AlGalnP barrier

fAlO'?’IG ag_?Ale-AIAs p-type DBTK;E addition fto prl)gse?t[[ng 4and cladding layers, and AlGaAs graded DBR’s. The authors
amiy o curves over a range of ambient tem- , ., ige photh LI and IV curves over a 6@ range of ambient

peratures, the authors also provide a room-temperature ﬁe{&peratures. We fit the model of (2)—(6) to this experimental

characteristic. We fit this device data using the following S(a%vice data, this time using the following polynomial function

of model parameters; = 1,3 =10"%,7, =5ns,k = 2.6 x .
v ! VT to model the IV data as a function of current and temperature
1075 W, G, = 16 10° 571, N, = 194 x 107, 7, = 2.28 ps, 71 P

Ry, = 2.6° C/mW, a9 = 1.246x1073 A, a1 = —2.545%x107°

AIK, as = 2.908 x 1077 AIK? a3 = —2.531 x 107 A/K®,  V =(0.829 — 1.007 x 10737 + 6.594 x 1075772

anda, = 1.022 x 10712 A/K* where we have neglected gain — 218 x 1075373)

saturation. Furthermore, for simplicity, we fit the IV data using 472 63

a polynomial function of current -(2.298 4 366.21 — 6.097 x 10°I° 4+ 6.76 x 10 I(). |
15

The first device is an 863-nm bottom-emitting VCSE
with a 16-mm diameter, as reported by Ohisbal. [26].
The device, grown on an AlGaAs substrate, includes
a Si-doped Ad15GaygsAs-AlAs, GaAs-Ab,GagAs n-type
DBR, six quantum wells, and a C-doped ¢AdGa gsAS-

" 4 72 6713
V =1.721+ 2751 — 2439 x 107" + ,1'338 x 1071 The remaining model parameters age= 1,3 = 107 7, =
—4.154 x 107" 4 6.683 x 10°1° — 4.296 x 10°1°. 5115 k=26 x 105 W, G, =1.6x 10451, N, = 1.654 x
(14) 107,71, = 2.064 ps, Ry, = 9.8°C/ImW, ag = —2.734 x 10~*
A, a; = —2.125 x 107° A/K, as = 1.837 x 1077 AIK? a3 =
As illustrated in Figs. 2 and 3, the simulation results ger-183 x 10719 A/K?, andas = 0 A/K*. We again neglected
erated with these parameters are in excellent agreement wg#in saturation. Note that because the LI data is fit via the
experiment across nearly the full range of reported ambigrarameterd,, andy, there are not enough constraints within
temperatures, 20—-13C. While the good fit of the IV data is to the data to uniquely determine all of the model parameters.
be expected from the use of (14), to the best of our knowledggéonsequently, many of the values are the same as those
the level of agreement seen in Fig. 2 is as good as or bettenerated for the Ohiso device.
than any reported in the literature, including numerical models. Comparison of the simulated and experimental LI and IV
One of the only potential drawbacks of the results is theurves is illustrated in Figs. 4 and 5. Our model shows ex-
thermal impedance value that we used,”Z@nmW. Based on cellent agreement in the ambient temperature range 2860
the reported temperature increase of 24for an approximate However, at higher ambient temperatures the simulated tem-
operating point of 6 mA, 2.73 V, and 1.175 mW outpuperature effects are more pronounced than what the data
power, the actual device thermal impedance is probably closeiggests. In fact, the model was not able to match additional
to 1.6°C/mW. In all likelihood, the discrepancy arises outlata at 85C; experimental measurements showed that the
of the assumption that carrier-density-dependent effects sut#vice lased at this temperature, while our model could not.
as spatial hole burning can be neglected in our model. Bye discrepancy at these higher ambient temperatures is most
ignoring such effects, a higher value of thermal impedancelikely due to the omission of carrier-density-dependent effects
required to compensate for their absence and properly desciibethe model, as was the case with the earlier AlGaAs-
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Fig. 4. Comparison of measured (data points) and simulated (lines) LI curyelg. 6. Comparison of measured (data points) and simulated (lines) LI curves
for an AlGalnP-based 683-nm VCSEL [27] at ambient temperatures from 2§ an oxide-apertured VCSEL [28] at 28.

to 80°C.

composed of an AlGa As-GaAs p-type DBR, three
INg.17Ga& g3As-GaAs quantum wells, an AGa 7As cavity,
and an AlAs-GaAsn-type DBR. The authors present a
single LI curve at a temperature of 23. A plot of wall-
plug efficiency is also provided from which IV data can
be determined. Although LI data for only one ambient
temperature are shown, the data clearly exhibit output power
rollover at high currents. In addition, modulation responses
(S21) at five bias currents and a temperature of°@2are
reported, thereby providing us with an opportunity to verify
both the dc and small-signal capabilities of our model.
As with the first two devices, we were able to extract the
! following model parameters from the provided data: =
17— 0.821,3 = 2.68 x 1072,7,, = 1.201 ns, k = 4.166 x 10~8
0 1 2 3 4 W, G, = 8.486 x 10° s™1, N, = 1.286 x 10°,7, = 2.884 ps,
Input Current (mA) £ = 3.888 x 1075, Ry, = 0.896°C/mMW, a¢ = 2.213 x 10~2
Fig. 5. Comparison of measured (data points) and simulated (lines) A ap = —-1.719 x 107 AK, az; = 3.355 x 10°° A/K27 az =
curves for the device of Fig. 4 at ambient temperatures from 25 fa€C80 0 A/|(37 anday =0 A/K4_ Meanwhile, the IV data at 23C
was fit using the following simple diode-like relationship:
based VCSEL. This is also evidenced by the high value of I
thermal impedance generated during parameter optimization, V = 149.87 + 0.9366 In <1 + m). (16)
9.8°C/mW. This high value is necessary to compensate for the )
absence of other physical mechanisms in the model that wollido, because parasitic capacitance was considered to be a
augment thermal effects. Furthermore, we did not improve tkey limitation to the high-speed performance of this particular
results by including additional terms in (2). In fact, we foundlevice [28], we included a 351-fF capacitor at the input of our
that for this device, a single expression for the offset curremtodel as depicted in Fig. 1. Figs. 6 and 7 illustrate the results
as a function of temperature was not sufficient to model thoé fitting our model to the experimental data.
temperature effects at all of the reported ambient temperaturesis expected, Fig. 6 shows excellent agreement between the
In other words, for any given value of thermal impedance&mulated and experimental LI data, with the thermal rollover
R, the threshold current at all reported ambient temperatumesar 6 mA clearly captured in simulation. Fig. 7 presents
could not be modeled by a unique function of temperatura.comparison between experimental and simulatgddata
Again, this suggests the need for additional mechanismsah bias currents of 0.5, 0.7, 1.0, 1.3, and 2.1 mA and a
the model which contribute to the thermal behavior withouemperature of 22C. The simulation results were normalized
being fully temperature-dependent themselves. Despite thésea low frequency value. As can be seen, there is good
limitations, however, we again observe that our model can bgreement between both sets of curves, including the values
used as an accurate representation of the device over a usfkfulthe resonant frequencies, with the main discrepancies
range of operation. arising in the magnitudes of the resonant peaks themselves.
The last device is a 3.Lm diameter thin-oxide-aperturedAgain, the inclusion of additional terms in (2) would not
VCSEL reported by Thibeaulet al. [28]. The device is improve the result. However, future work will present a

2.3

Voltage (V)
N

-
[{=]
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2 dependent gain [21], using a leakage current as a function of
I carrier number and temperature [19], and introducing spatial
hole burning effects [19]. Such additions should also improve

the non-dc capabilities of the model. However, even without

any modifications, we have shown that the introduction of a

thermal offset current into the standard rate equations provides
an effective means for modeling experimental results without

introducing excessive levels of complexity.
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